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Abstract

We propose a new method for analyzing multivariate time-series data governed by competitive dynamics such as fluctuations
in the number of visitors to Web sites that form a market. To achieve this aim, we construct a probabilistic dynamical model using
a replicator equation and derive its learning algorithm. This method is implemented for both categorizing the sites into groups of
competitors and predicting the future shares of the sites based on the observed time-series data. We confirmed experimentally,
using synthetic data, that the method successfully identifies the true model structure, and exhibits better prediction performance
than conventional methods that leave competitive dynamics out of consideration. We also experimentally demonstrated, using
real data of visitors to 20 Web sites offering streaming video contents, that the method suggested a reasonable competition
structure that conventional methods failed to find and that it outperformed them in terms of predictive performance.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The World Wide Web provides a vast information space and is growing as a novel important medium of com-
munication, and scientific and technological investigations of the Web are becoming important and challenging
research issug47,7,16,20,28,4,11,26,19%rom the viewpoints of sociology and economics, the Web can be re-
garded as a global market in which site maintainers offer information goods to users, and the number of visitors
to a site during a period can become a proxy for that site’s su¢2¢as]. Namely, we can consider that Web
sites offering similar services compete to increase visitors. It is important, therefore, to model fluctuations in the
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number of visitors to Web sites that form a market in terms of competitive dynamics, and investigating such Web
dynamics is attracting the attention of the research community involved in complex systems and nonlinear dynamics
[25].

In general, for any set of Web sites, not all the sites compete for the same users. For example, if we consider
“asahi.com”, “NIKKEI NET”, “YOMIURI ON-LINE”", “The New York Times on the Web” and “washington-
post.com” as a set of Web sites offering the latest news, we may consider that the first three sites principally
compete for Japanese users, and the last two sites principally compete for American users; thus, there is little
competition between these two groups. That is, given a set of Web sites forming a market, the sites can generally
be categorized into several competitive groups such that if sites belong to the same competitive group, then they
strongly compete for the same population of users, otherwise they hardly compete at all. Incorporating competition
structure enables us to model this sort of detailed competitive process. Also, itis important to extract the competition
structure of the sites from observed data on fluctuations in numbers of visitors to the sites, since such knowledge
can help site maintainers plan their business strategies. Therefore, it can be necessary to incorporate competitio
structure to model the competitive dynamics of sites.

Recently, researchers have discovered several statistical regularities in the access patterns of Web surfers, su
as that the distribution of visitors to sites follows a power [a®,2,22] To qualitatively explain these regularities,
they have proposed statistical theolfi£8,2] and agent model22] for Web user behavior. Maurer and Huberman
[25] have proposed a model of usage dynamics for Web sites offering similar services and competing for the same
population of users, in order to qualitatively explore the effects of competition among the sites on the nature of
the market. However, the models of these previous works are not equipped with any learning mechanisms since
they were principally aimed at finding qualitative explanations of observed phenomena, and not at use as predictive
models (quantitative models) for the observed data. For example, Maurer and HubdB®pmedel is described
as a nonlinear differential equation with as many parameters as the square of the number of sites, and the paramet
fitting can generally be difficult. Therefore, it is not appropriate to use those previous models to predict tomorrow’s
share of each site in a certain market based on those observations.

On the other hand, when attempting to predict the number of visitors to each site in a market in the near future
using the observed time-series data, we might be able to apply black-box models such as AR models, artificial
neural networks and nonlinear time-series analysis mdéels8,6] However, these models do not explicitly
represent the underlying structures and the mechanisms of phenomena such as the competition structure of th
market and the competitive dynamics of sites.

In this paper, we consider the problem of modeling short-term fluctuations in the number of visitors to sites that
form a market. Given time-series data on the number of visitors to the sites, we aim to construct such a predictive
model of this fluctuation process that has the following properties:

e |t can represent the structure and the mechanism by which the sites interact in terms of competition structure anc
competitive dynamics.

e [t can quantitatively simulate the observed time-series data on the number of visitors to the sites and be used tc
predict the near-future population shares of the sites.

For this purpose, we propose a new probabilistic dynamical model based on competition structure and competitive
dynamics, and present its learning algorithm. In particular, we incorporagpliaator equationin evolutionary
game theoryl5] to model theshare dynamicsf the sites competing for the same population of users. Furthermore,
we propose adopting as our predictive model of the actual process the model that has learned the observed time
series data. Using this learned model, we can categorize the sites into groups of competitors and predict the one-ste
future shares of the sites. In particular, the proposed method enables us to extract the competition structure of the
sites based on the time-series data on the number of visitors to the sites.

In Section 2we mathematically formulate the problem discussed in the paper and outline the proposed method,
then in Section 3we describe the proposed model in detail. Section 4 we give a learning algorithm for the
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proposed model. IiBection 5 we define how to evaluate the proposed method, and introduce the conventional
methods with which it should be compared Saction § we experimentally demonstrate that the proposed method
works well and can also outperform conventional methods, in both the task of predicting the one-step future shares
of the sites and the task of categorizing the sites into groups of competitors.

2. Overview

We begin by mathematically formulating the problem of modeling fluctuations in the number of visitors to sites
that form a market (se&jg. 1). Let S = {s1, ..., sy} be a set of Web sites that form a certain market, including a
set of sites offering similar services. For eacletm;(r) denote the number of visitors to siteat time-stef. Here,
we appropriately set the unit of time (for example, one time-step is 1 day, 2 days, or 1 week), and we inté€fpret
as the number of visitors tg during the period#{(— 1, z]. We call

m(t) = (my(t), ..., mn(1))

thevisit vector to market S at time-stepn this paper, we deal with the problem of modeling the evolution @].
Let M(r) denote the total number of visitors &at time-stef, that is,

N
M) =" mi(r).

i=1

For example, according to Adamic and Huberniahy we may be able to model the evolution &f(z) by the
stochastic dynamics

M@E+1)— M(@) =v@Ee)M@) (= 1),

where eachu(r) is independently generated from some Gaussian distribution, and the fraction is omitted to
obtain the total numbeM(¢) of visitors to S at each time-step. However, we believe that the dynamics of

M () should in advance be modeled by investigating and observing a more extensive social system including
S Therefore, we assume tha(¢) is given, and focus on the problem of predicting tfeare of each site

Si € S,

mi(r)
.Xi(t) = M_(t)

Time-step t Time-step +1

m, (t) my(t m,(t+1) m,(t1)

Fig. 1. A conceptual illustration of the usage dynamics for the sites ., sy € S.
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We call

x(t) = (xa(0). ..., xn (1))

theshare vector of the market S at time-stdgdte that since(r) is an element of the canonica¥ (— 1) dimensional
simplex

N

AN_]'::(yL-n»yN);OSyl""’yNS172))[:1 s
i=1

it is essentially necessary to model a stochastic dynamies™ort.

Now, let us outline the proposed method for modeling the dynamics of visit vextdto S. Based on the above
discussion, we hypothesize that the process of fluctuations in the number of visitors to the Sitesle$cribed
as a stochastic process of the foftom (s + 1)|m(z), M(t + 1)) (t > 1). Namely, we assume that for any positive
integert, given visit vectonn(r) to S at time-stept and total numbeM (s + 1) of visitors toS at time-stepy + 1,
visit vectorm(r + 1) to Sat time-step + 1 is generated according to the probabilRyn(r + 1)|m(r), M(¢ + 1)).
We first construct such a probabilistic dynamical maBlgh(r + 1)|m(t), M(t + 1), T') (t > 1) of a generic process
for the fluctuation phenomenon that represents the competition structBenofthe competitive dynamics of the
sites, wherd™ denotes the model parameter vector. Next, by learning from the observed time-series data of visit
vectors toS, we acquire an optimal predictive mode{m (¢ + 1)jm(z), M(¢ + 1), T) (+ > 1) that approximates the
actual process. We adopt the acquired model as the objective predictive model of the actual process.

3. Proposed model

In this section, we propose a probabilistic dynamical ma@@h(r + 1)|m(z), M(t + 1), T) (¢t > 1) that can
explain fluctuations in the number of visitors to the siteSiofterms of the competition structure and the competitive
dynamics. We begin by describing the basic ideas of the proposed model.

3.1. Basic ideas

We assume the can be divided intdK competitive groups. Namely, we hypothesize that if sites belong to the
same competitive group, they strongly compete for the same population of users, otherwise, they do not have the
same population of users and hardly compete at all. Let

K
s=Jc (disjointunion);  Cp={s;ieh} (k=1,....K) 1)
k=1

denote the competition structure §fwhere eaclt; is a competitive group db. Note that in the proposed model,
the competition structure (1) &is an adjustable parameter. In particular, the nunkbef competitive groups is
also a parameter.

We interpret the behavior exhibited when a general user of mé&nkisits a sites; € Cy as follows: A general
user ofSfirst chooses a grou@; among group€y, ..., Ck, and chooses a sitg among sitegs;; j € I} (see
Fig. 2. We assume that during the period of our concern, the ratio of the users of a@raagphe users oEis
independent of time. Namely, we hypothesize that the probability that a general (Behabses a groug) at
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Fig. 2. Schematic diagram of the behavior of a general user that visits a stefofieneral user first chooses a grodp among groups
Ci,..., Ck. Next, the user who visit€; chooses a sitg among sitess;; j € Ix}.

N\
\
x

/
/
x

time-stept is a constang; for any positive integer (seeFig. 2). Here 01, . .., 0k are parameters such that
K
0<61....0k <1, Y =1
k=1

Next, we consider the probability that a general use€pthooses a site € C; at time-step + 1 for anyt >1
(seeFig. 2). Note that this probability can be regarded as the average sharer 1) of sites; within groupCy at
time-stepr + 1. Letx,(r + 1) be the average share vector of gratjpconstructed by arranging: ;(¢); j € Ik}
Also, letxy ;(r) be the actual share of sitewithin groupCy, at time-steq, that is,

m;(f)
Zje[k m (1)

xi(t) = (i€l

and letx,(r) be the share vector of groufy. constructed by arranging ;(); j € Ix}. We hypothesize that the
average share vectog(r + 1) of groupCy is basically determined byraplicator equatiorthat is frequently adopted
in ecosystem modelingd 5]; that is, we assume that the share dynamics within g@uis governed by

xi(t + 1) = fr(xe (@), @) (¢t = 1), xpi(t + 1) = frilxr(t); ®x) (i € I, t > 1),

where f; is some dynamics based on a replicator equation ganid a parameter vector.
Moreover, we hypothesize based on our user model kgge?) that for anyr > 1, the probabilityP(m (s +
1)|m(t), M(¢ + 1), T) is given by the following multinomial distribution:

N
P(m(t + 1)lm(), M(t + 1), T) o [ [{63, foi(es, (1); @3¢, (2)
i=1

where eacli; denotes the label of the group to which sitéelongs; this means that siebelongs to groug;,.
Hence, we have obtained a probabilistic dynamical model of fluctuations in the number of visitors to the sites of
Sto which sites; belongs; this means that si¢ebelongs to groug,,. Hence, we have obtained a probabilistic
dynamical model of fluctuations in the number of visitors to the sit&3s of

Our model represents not only the competitive dynamics of the sites in terms of replicator equations in evolu-
tionary game theorjl5] but also the competition structure &fMoreover, it represents the probabilistic nature of
fluctuations in the number of visitors to the sites in terms of multinomial distributions. In the following subsections,



56 M. Kimura et al. / Physica D 198 (2004) 51-73

the proposed model is described in detail. First, a method to represent competition structures is introduced. Next,
the share dynamicg; within groupCy is rigorously defined. Finally, the proposed model is explicitly described as
a probabilistic generative model, and its properties are also mathematically stated.

3.2. Competition structure

We represent a categorization $fnto K competitive groups by aN-dimensional vector called i division
vector of S. Here, anN-dimensional vectok = (11, ..., Ay) is called aK division vector of 3f the following
conditions are satisfied:

® A1,...,Ave{l,...,K}.
e ForVk € {1,..., K}, there exists somee {1, ..., N} such that; = k.

Then, categorization (1) @is represented by the division vectorh = (A1, ..., Ay) of Ssuch that
sieCiori=k (k=1,...,K)
fori=1,...,N.
3.3. Replicator equations

Suppose that a categorization (1Bdfito K competitive groups is given. For eakglwe define the share dynamics
S within groupCy, based on a replicator equation. L'ét denote the number of elementsadp.
We first hypothesize thaf, is governed by a mixture of replicator dynamics and uniform dynamics,

Feret); 91 = (L= £ g0 (o) o B 1) + fv—’; (i € ). 3)

whereg; is a mixing parameter with & & < 1, andg ; (xx(?); ek, By, nx) (i € Ix) represents replicator dynamics.
Here,ay, B, andn; are parameters. Namely, we hypothesize that the share dynamics within@rapot only
subject to a replicator equation but also driven by the uniform external force.

Next, we define replicator equation ;(t + 1) = gk.i(xx(?); @k, By, nk) (i € Ix). In terms of evolutionary game
theory, we consider each site in grodp as a type of strategy in a certain population, and regard the share of the
site as the frequency of the type. Recall that a replicator equation is defined by the following piitjple

The rate of increase of type i is a measure of its success. This success is expressed as the difference between t
fitness of i and the average fitness of the population.

In our problem, we may identify the fitness of typeith the attractiveness of sitg. Thus, a replicator equation
is defined by

xk,i(t + 1) — xpi(2)
xk,i (1)
whereAy ;(x (7)) denotes the attractiveness of sitéor statex(r) anka(xk(t)) denotes the average attractiveness
of groupCy, for statex(¢),

Ar(er() = Y i) Arilxi(0). (5)

iely

= Api(xe() — Ar(ee(®)) G € L), (4)

We hypothesize that the attractivenelss (x«(¢)) is defined by a mixture of thgeneral attractivenessf s; within
Cy and therarity attractivenesof s; within Ci. Here, the general attractivenessspht time-sted means some
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quantity proportional to the current shatg (¢), and the rarity attractivenessgfat time-stefg means some quantity
proportional to the current opposite share-(% ;(¢)). Therefore, the attractiveneds ;(xx(r)) is defined by
Ari(xi(0) = (1 — ne)ok,ixe,i(t) + niBr.i(1 — x,i(7)), (6)

whereny, is a mixing parameter with & n; < 1, andwy ; and By ; are, respectively, parameters that represent the
potential values for the general attractiveness and the rarity attractivengssithiin C; such that

O<aniBri<l (el); Y oxi=» Pi=1

iely iely

Let oy and B, denote the parameter vectors constructed by arrariging: € I} and{B.;;i € Ii}, respectively.
Hence, fromEgs. (4), (5) and (6we have

8h,i (X (1); ok, Bres i) = xk,i(1) 1 1+ Ag,i(x () — Z xg, j(1) A, j(xk (1)) (7)
JElk

foranyi € I.
Now, we can explicitly describe the share dynamics within grépx,(r + 1) = £, (xi(z); ®1). FromEgs. (3)
and (7) fi(xx(r); ®x) is given by

Tr.i(xex(1); ®k) = 21: ak,i, j (1 — &)L — k), j + Z] i j ()X — &)niPr.j + i,—i (8)
JEk J€lk
for anyi € Iy and anyr > 1, where
aki,i(t) = xei (O + 2, (O)(L — xii (1))} (@ € Ik, t = 1),
i j(0) = 2L =2 (07) G j € I j#i 12 1),
brii(t) = 2L+ (L= xi(0)7) G € I, 12 1),
bri j(t) = xei(t)(L = xe (1) + x5 (0?) (i j € Iis j#it > 1)

and®; is the parameter vector constructed by arranging;, nr andé.

Note that both an actual share vectg(r) and an average share vecigfz + 1) are elements of the canonical
(Nx — 1) dimensional simplex. The following proposition shows that the definition of the share dyngmicthin
groupCy is well-defined.

Proposition 1. Let t be a positive integer. For an arbitrary share vect@(r) of groupCy at time-step,tf, (xx(¢); ®x)
is an element of the canonic@V; — 1)-dimensional simplex

Proof. FromEgq. (7) and)_._;, xt.i(t) = 1, itis easily seen that

iely

Z gr.i(xx(?); k., Br, nk) = L.

iely
Thus, fromEg. (3, we obtain
D filx(t); @) = 1. ©)

iely

Notice that inEq. (8, eachay ; ;(r) andby; j(r) are nonnegative. Hence, we hage (xx(r)) > O for anyi € I;. By
this fact andeq. (9, we can easily prove the proposition. O
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3.4. Probabilistic generative model

We can now explicitly describe the proposed model.

We begin by specifying the model parameters. The model parameter \Tecinsists of the numbef of
competitive groups, th& division vectori, and the parameter vect® constructed by arranging parameters
01, ..., 0k and parameter vectodls, . .., ® . Note that parameter vectbdepends on paramet€rand parameter
vector® depends on parameter vecior

Next, we describe the proposed model as a probabilistic generative model. Suppose that the values of mode
parameter vectoF are given, and the corresponding competition structuiisfEq. (1). Suppose also that time-
seriesdatdM(r); 1 < r < T + 1} of the total number of visitors tBare given. Then, given an initial visit vecta(1)
to Ssuch thathilm,-(l) = M(1), the model generates the time-sefm$2), . .., m(T + 1)} of visit vectors toS.

Let us explain this generative process in detail. For an arbitrary integédr 1 < ¢ < T, the visit vectom(r + 1) at
time-stepr 4 1 is generated in the following way: Consid#i(r + 1) general visitors t&at time-step + 1. First,
a general visitor chooses a group according to the multinomial distribution with paramgters 6x. Suppose
that a groupCy is chosen. Then, the visitor chooses a site of gréumccording to the multinomial distribution
with parametersf; (x«(z); ®«). This trial is performedV (r + 1) times, and results in the visit vecta(r + 1) at
time-stepr + 1. Namely,m(¢ + 1) is generated according to the probabilkRym(: + 1)|m(¢), M(t + 1), T'). Let
ni(t + 1) denote the total number of visitors@ at time-steg + 1, that is,

m(t+1)=Y m(t+1) k=1...K). (10)
iely
FromEq. (9, the probabilityP(m(r + 1)|m(r), M(t + 1), T') is explicitly described by:
P(m(t + 1)|m(), M(¢ + 1), ©, 1)

K

M( + 1)! (4 1) (141

= —————— [ o™ =TT frilxae); @)™ . (11)
T, i + 1) ,El [Tics, mi(r +1)! 1;{

Finally, let us state some properties of the proposed model. In the proposed model, we consider the mean and th
variance for the shavg (r + 1)/ M (¢ + 1) of groupCy attime-step + 1, and the mean and the variance for the share

m;(t + 1)/ni (¢ + 1) of sites; € Cy, within groupCy, attime-step + 1. The next proposition presents the calculations

of these values, and is easily proved by using the properties of multinomial distributiorfspfzeedix A).

Proposition 2. For the conditional means and variances in the proposed probabilistic mibe@dbllowing relations
hold: ForVk € {1, ..., K}, Vi € I; andV: > 1,

ni(t + 1) m;(t + 1)
<M(r+1) r>:9"’ <nk(r+1)

ne(t + 1) 2 )
<{M(z+1) _9"} r>

M@ +1)°
m;(t + 1) . 2
<{m — fui(xe(t); ‘I’k)}

m(t), 1"> = fri(xk(t); ®r),

) = JeiGr@: @I — fiiboi(); @i}
N ng(r+ 1) ’

where(X|Y) denotes the conditional expectation of X given Y

This proposition implies that many visitors&weduce the noise levels (the variances) and make the probabilistic
model behave like a deterministic one.
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4. Learning algorithm

Let{m(1), ..., m(T + 1)} be the observed time-series data of visit vectof3 twhereT is an integer witt{" > 2.
Based on this data set, we would like to construct the probabilistic dynamical medél + 1)|m(r), M(t + 1), T)
(t = 1) of the actual fluctuation process. Namely, for this data set, we estimate the optimal roofleempetitive
groups, the optimak division vectork and the optimal parameter vecer

Given the optimal numbek of competitive groups, we estima@ andi based on the maximum likelihood
method, that is, by maximizing the function

P(m(1),...,m(T +1)©, A, K)

with respect ta® andi. Here, P(m(1), ..., m(T + 1)@, A, K) denotes the joint probability of the observed data
m(1), ..., m(T + 1) given parameter®, A andX.

On the other hand, we determine the optimal numbdrased on the criterion of maximizing prediction per-
formance. Let us appropriately fix an integef” with 1 < AT < T, and consider the problem of predicting the
share vectow(7p + 1) at time-steplp + 1 from the time-series datan (1), ..., m(7o)} for any integerTp with
T — AT 4+ 1 < Ty < T. When the numbeK of competitive groups isis given, we estimate the optimal values of
both parameter vect@® andK division vectorA from the data sem(1), ..., m(Tp)} by using the maximum like-
lihood method, and predict the expected share vector at timeFsted by using the estimated model. Lty +
1) = (x1(To + 1), ..., xn(To + 1)) be the share vector at time-st&p+ 1 predicted by the estimated model, that is,

ii(TO + 1) = Q)Lif)»i,i(x}»i(TO); q’ki) (i =1,..., N)

We evaluate the prediction performance of the estimated model by measuring the predictidf(&rorl; K)
for the actual share vecta(7p + 1),

N
1 R
E(To+ 1K) = > E |%:(To + 1) — x;(To + 1)|.
i=1

Hence, we estimate the optimal numb&of competitive groups by minimizing the average prediction eE@(),

T

— 1
EK)=—+= ).  Eo+1K)
To=T—-AT+1

with respect tK.

In Sections 4.1 and 4,2ve describe in detail how to estimate the optimal values of both parameter @ctor
andK division vectorA from the data sepm(1), ..., m(Tp)} by using the maximum likelihood method, when the
numberK of competitive groups oBis given.

4.1. Estimation o®

First, we describe how to estimate the optimal values of parameter @dtom the data se€im (1), . . ., m(Tp)}
when the numbeK of competitive groups ilsand theK division A of Sare given. Suppose that categorization (1)
of Sinto K competitive groups correspondsXoFor this task, we basically use the maximum likelihood method,
where an optimal value @ is basically estimated by minimizing the function

Lk(O; A, To) = —log P(m(1), ..., m(Tp)|O, A, K)
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with respect t@®. By Eq. (1), we have

K To—1 K To—1
log P(m(1).....m(T0)|®. L. K) =Y " Y m(t+1)log b+ Y > > m(t + 1)10g fu.i(xx(t); ®).
k=1 r=1 k=1 =1 iel;

(12)
FromEgs. (8) and (1R we consider setting
Gri = (1 — &)L — )i (i € L), Vii = (1 — &)mePri (0 € Ik) (13)
for eachk. Then, it is easily seen that eadh can be identified with the parameter vector constructed by arranging
Or.i'S, ¥r.i'S and§, such that
O<piViinék<1 (eh) Y (brit¥e)+&=1
iely
Namely, ®; is identified with an interior point of the/2;, dimensional simplexA?Vx. Since® is represented by
O =(01,...,0k), ®1,..., Pk),

the domains of parameter vecto® is the interior of the product setX—1 x AN x ... x A2Nk_ Therefore, to
effectively estimate the optimal values of parameter ve@&pwe consider introducing the regularizer, called the
Laplace smoothing, into the objective function. This means we estimate the optimal val@elsyominimizing
the function

K
Lk(®;), To) = —log P(m(1), ..., m(To)|®, X, K) = ) (Iog Ok + > _(log ¢x.i + log ¥ ;) + log sk) :

k=1 icl;

Hence, fromEq. (12, the functionLk (®; A, To) becomes

Lx(O;X, To) = LY(61, ..., 0k %, To) + LY (@1, ..., ®k; A, To), (14)
where
K To—1
LY ... 0N To)=—) (1+ > mr + 1)) log 6k (15)
k=1 =1

and

LY (®1,..., ®k; ), To)

K To—1
=-> { D) mit+1)log fii (xi(0); @) + Y _(Iog ¢x j + log Y ;) + log & f - (16)
=1 | =1 iel, JEIk

Then, we have the following proposition.

Proposition 3. Given the number K of competitive groupise K division vectoi and the lengthlp of training
time-series datathe functions2 > ® — Lk (O; X, To) € R has locally minimal pointsand these minimal points
are also the global minimum points of this function
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Proof. First, note that the domaif® is the interior of AK—1 x A2NM x A2Nk | and its closure? is a compact
convex subset of the Euclidean spac%(IﬁNl+"'+i\’K). The differentiable function exp(Lk(©; A, Tp)) on £2 has

a maximum point inf2 since it is nonnegative of? and identically zero on the boundady2 of §2. This implies
that the functiong(®; A, Tp) has a minimum point if2. On the other hand, it is easily shown frdggs. (8),
(13)—(16 that the function2 > ® — Lk (®; A, Tp) € R is convex. Hence, a locally minimal point of the function
Lk (0; 1, To) always becomes its global minimum point. We have thus proved the proposition. O

Let us compute a minimal point of the functigh > © — Lg(O; A, Tp) € R. By Eq. (19, our task reduces
to calculate €1, ..., 0x) and @1, ..., ®x) which minimize£% (01, ..., 0x; A, To) and L% (@1, ..., ®k; A, To),
respectively.

We first consider minimizing‘,(}((el, ..., 0k A, To) with respect tods, .. ., k). FromEq. (19, itis easily seen
that the minimal pointd(, ..., 6%) of this function is obtained by
1+ 0 t
9;::% k=1,....K). (17)
K+ 2, M)
Next, we consider minimizing:%(@l, ..., ®g; A, To) with respect to @1, ..., k). This can be efficiently per-

formed by using an iterative algorithm based on the EM algorifgmLet &, be the current estimate @f; for
eachk. Here, we define th@-function Qy(®|®) by

ooy = T {1+ § 5 -+ s O } 00,

A ol Jeila(); @)

+ Z 14 Z Z ml(l + 1)bk,1,](t)wk,j |Og 1/fk,j

e o1 i Jieilx(); @)

To—1 e
m;(t + 1)&; _
+ l” ZZW}'“ k="1,.... K

Then, byEgs. (8), (13), (1h and Jensen’s inequality, we have

K

Lx(®1,..., ®x;X, To) — Li(®1,..., @)X, To) = > (Ok(Pr| i) — Qu(Px|D1)).
k=1

Thus, for eactk, the update formula by is obtained by maximizing)(®|®x). It is easily shown that the update
formula of ®; is given by

To—1 ~
1 mi(t + Day i, j(€)dx, j
L E E < +1:,
i ZITiznk(f) + 2N +1 [ =1 icl FieiCe(0); @) }

1 ~
1 TOZ 3 mi(t + 1)bi j() Y, j
ITEZ nk(t) + 2N +1 =1 iel} fk'i(xk(t); <I>k)

! - mi(t + 15
- v omaytl 18
g ot + 2N + 1 { ; 15212 Nic fie,i(xk(2); @r) - (18)

Yr,j = +1:,
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foranyj e I andk =1, ..., K. Hence, we have obtained the algorithm to find the minimal pajt (.., ®%)
of the functionZt (@4, ..., ®x; A, To).

4.2. Estimation ok

Next, we describe how to estimate the optifdalivision vectord(K) from the data sefin (1), . . ., m(Tp)} when
the numbeK of competitive groups isis given. Basically, we use the following framework:

e For aK division vectori, we compute the optimal valu@(L) of parameter vecto® by using the method
described irBection 4.1
e Next, we find the optimaK division vectori(K) by minimizing the functior g (®(1); A, To) with respect ta..

To search the optimad{ division vectori(K) in this framework, we can apply the exhaustive search method, the
simulated annealing method, and so forth. However, due to the problem of computational quantity, we use such a
method that modifieK division vectord = (11, ..., Ay) to a locally optimal direction by changing eatchfrom
1 toK. Specifically, we estimate the optimldivision vectori(K) by the following algorithm:

Step 1. Generate at randomkadivision vector® as the initial division oS,
Step 2. Substituter? into A.

Step 3. For theK division vector = (A1, ..., Ay), construct inductively th& division vectork = (A1, ..., An)
as follows:
fori=1:N
fork=1:K
Set
(kA2 oo 0N) (i =1),
ik =

(Xl’ ceey 5"'1’71’ k’ )"l+17 DR A'1\/) (l > 1)7

if A« is aK division vector ofS
Compute the optimal value®(1; ;) of parameter vecto® for the K division vectori; x by
using the method described 8ection 4.1
end if
end for
Let x; be the minimal point of the functiof x (@ (A; r); Li.x, To) With respect tc.
end for
Step 4. Substitutél. into A.
Step 5. Iterate Steps 3 and 4 uniil= A.
Step 6. Substitutel into x.
Step 7. For theK division vectoru of S construct the&K division vectorji of Sas follows:
7.1. ForVvi, je{l,..., N} withi # jandVk, ¢ € {1, ..., K}, let u;.;, denote theN-dimensional vector
such that théth element ik, thejth element i, and the other elements are equal to thosg.of
7.2.1f p; ;. is aK division vector ofS compute the optimal value®(u; ;. ; ) of parameter vecto® for
theK division vectorg, ;. ; , by using the method described$ection 4.1
7.3. Let (i*, k*; j*, £*) be the minimal point of the functiof x (®(i; x:; ¢); K k:j,¢- To) With respect toi j;
k, K), and Seﬁ = I'Li*,k*;j*,f*'
Step 8. If & = u, go to Step 9, otherwise return to Step 3.
Step 9. Define the optimakK division vectori(K) of Shy settingh(K) = ji.
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5. Evaluation methods

In this section, we describe how to evaluate the proposed method.

This is done by using both the performance for predicting the one-step future shares of the Sitéewl dhe
performance for identifying the competition structuré&oBelow, we define how to measure the prediction accuracy
of amethod and the categorization (clustering) accuracy of a method. Moreover, we introduce conventional methods
with which the proposed method should be compared for the performance evaluations.

5.1. Prediction accuracy

We evaluate the performance of a prediction method by exploiting the average prediction error d&ewtithim4
to determine the optimal number of competitive groups.

Let {m(1), ..., m(T + 1)} be the observed time-series data of visit vectorS td/e would like to evaluate the
performance of a method to predict the one-step future shares for this data set. Let us fix anAfftegih
1 < AT < T, and for each integefp with T — AT + 1 < Ty < T, consider the task of predicting the share vector
m(To + 1)/ M(To + 1) from the data sepn(1), ..., m(Tp)}. To predict the share vector at time-st&p+ 1, we
define the prediction errdi(7p + 1) of a method by

N

£(To+1)=%z

i=1

mi(To + 1)

Xi(To+1)— MTo+1)|

where each;{Tg + 1) is the share of sitg; at time-steplp + 1 that the method predicts. Then, we measure the
prediction accuracy of the method by the average prediction &sror

T

— 1
E=— ETo+1
AT > (To + 1),
To=T—AT+1

thatis, we evaluate the performance of the prediction meth@dlﬁyre, notethat& &(7p + 1) < 1and0< £<1.
5.2. Categorization accuracy

To measure the categorization accuracy of a method, we basically exploit the performance measure frequently
used to evaluate clustering results. Suppose that the nutntferompetitive groups isis known.

Let A = (A1, ..., Ay) be the trueK division vector ofS and letA = (i1, ..., iy) be theK division vector
of Sestimated by a method from the time-series datél), ..., m(Tp)}. Also, letS = U,f:le andS = Uleég,
respectively, denote the categorizationSwfto K competitive groups that correspond&andi Then, we evaluate
the performance of the categorization method by the micro-averaged premﬁlgl(ﬁ 1) defined below.

We define themicro-averaged preC|S|on¢lPTo(k 1) of the estimated division to the true divisionk in the
following way: For eaclCy, let Ci[q denote the sef; that maximizes the number of visitors to the 6gin Cy of
sites during the period [Ip]. Furthermore, we understand that the gr«iup‘or the divisiond corresponds to the
groupCyyg for the divisioni. Then, the micro-averaged premsuArPTo(x, 1) is the ratio of the number of visitors
to the seiC, N Cyy¢ to the number of visitors t&during the period [17g], that is,

Yol maX—1 {Zr 12 ik e em(’)}
2, M(1)

AP (A;1) = 100
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Notice that this definition of micro-averaged precision is somewhat different from its usual definition for document
clustering[27]. Under this definition, the micro-averaged precision deteriorates if the sites having many visitors are
misclassified, though it does not deteriorate by much if the sites having few visitors are misclassified.

5.3. Conventional methods

We introduce the conventional methods with which the proposed method should be compared. First, we describe
the conventional methods for predicting the one-step future shares of the sif&esSetond, we describe the
conventional method for identifying the competition structur&.of

5.3.1. Prediction task

The prediction task requires predicting the actual share ve€Tor+ 1) at time-stefp + 1 from the time-series
data{m(1), ..., m(Tp)} of visit vectors toS. For this task, it is not appropriate to apply stochastic process models
based on Gaussian noise since they do not necessarily map the sitdpiéonto the simplexa¥—1; such a model
can make the share of a site negative. This implies that straightforward applications of AR models and artificial
neural networks will generally not work well. Therefore, as the naive methods with which the proposed method
should be compared for this task, we adoptnlés/e multinomial methodNMM) and theparallel displacement
method(PDM).

First, the NMM is the following: It is a method that supposes eagh) is generated according to some multino-
mial distribution that is independent of tindn addition, it estimates the multinomial distribution by the maximal
likelihood method from the observed time-series data. It then predicts the share vector at tiffig4stepy the
mean vectorxs, ..., xy) of the estimated multinomial distribution.

Next, the PDM is described as follows: This method predicts the share veg(@ (¢ 1), ..., xy(70 + 1))
at time-steplp + 1 by the observed share vecter1(To)/ M(To), . . ., mn(To)/ M(Tp)) at time-steplp. Here, we
remark that the PDM is a promising approach for the prediction task on highly fluctuating time-series data.

5.3.2. Categorization task

It is often necessary to categorize a set of Web sites into subsets of related sites. Several methods have bee
proposed to extract topically related sites and communities from the data for texts and hyperlinks of the sites
[7,21,8,12—-14]However, in our categorization task, we must extract groups of competitors based on the dynamical
data for users. More specifically, the categorization task requires divlintp K competitive groups from the
observed time-series data (1), . . ., m(Tp)} of visit vectors toSwhen the numbeK of divisions is given. For this
task, itis not appropriate to apply those previous methods that exploit static data for the sites without using user data

In the field of Econophysicg4], Mantegnd23] successfully extracted groups of stocks belonging to the same
types of industry from the time-series data of stock prices in a financial market. In general, the stocks belonging
to the same type of industry can be considered to compete. Also, the number of visitors to a site can be regardec
as a proxy for that site’s success in the Web mafket5]. Therefore, by relating the time-series of the number of
visitors to the sites o with the time-series of stock prices in a financial market, we consider applying Mantegna’s
method[23] to our categorization task.

Mantegna’'s method operates as follows: The method identifies eachs;siteith the point w; =
(wi(1), ..., w;(To — 1)) on the {p — 2)-dimensional sphere of radiugZo — 1 with center of the origin in the
Euclidean space R~1, and constructs the dendrogram of the poinis. . ., wy based on the Euclidean distance
of RTo—1 Here,fori=1,...,Nandr=1,..., Tp — 1,

. yi(t) =log m;(r + 1) — log m; (1),

wit) = yi(t) — Wi

1

where eachu; andoi2 are, respectively, the mean and variance of the fa(a), .. ., y;(To — 1)}.
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Since our categorization task requires dividBigto K sets, we adopt the following method as the naive method
with which the proposed method should be compared: The method first identifies eack sitevith the pointsw;
on the sphere according to Mantegna’s method. Next, it divides the points., wy into K sets by the spherical
K means method that is frequently used for clustering of text dat§lsyts

6. Experimental evaluation

By conducting experiments using synthetic and real data, we examine the effectiveness of the proposed method.

6.1. Evaluation for synthetic data

By carrying out experiments using synthetic data, we confirmed that the proposed method works well, and below,
we present one of those experimental results.

6.1.1. Synthetic data
We consider identifying the following model:

The number of sites in mark&tis 10, that is)N = 10.
The number of competitive groups 8is 3, that is,K = 3.
The three division vectax of Sis randomly generated.
The parameter vect® is randomly generated.

Based on2], we assume that the total numh#i(¢) of visitors to S at time-stept is determined through the
omission of fractions from the stochastic dynamM$r + 1) — M(r) = v(r)M(t) for V¢t > 0, where each(r) is
independently generated from the Gaussian distribution with mgand variance2. In our experiment, we used
vo = 0,0 = 0.1 andM(0) = 500.

We generated the time-series datg1), . . ., m(51)} of visit vectors toSfrom this model by randomly choosing
the initial visit vectorm(1) = (m1(1), ..., m10(1)) such thaﬁj}i’l m;(1) = M(1). Note thatl’ = 50 in this experi-
ment.Fig. 3displays the 10 time-series (z), ..., m10(t) (t = 1, ..., 51), where a line-style indicates a competitive

group. Also,Fig. 4displays the time-serie® () (r = 1, ..., 51).

6.1.2. Performance evaluation

Using this synthetic data, we evaluated the effectiveness of the proposed method for both the prediction task and
the categorization task.

First, we investigated the prediction performance for the proposed method and the conventional meltheds.
displays average prediction er®for the proposed method, the NMM and the PDM, wh&ie = 10 was used. We
applied the proposed method f&r= 1, 2, 3, 4 and 5. We observe fromable 1that the proposed method selected
the model withK = 3, that is, it found that the number of competitive group$§ia three. This result an@iable 1
show that the proposed method could predict the one time-step future shares of the sites with an accuracy of about
96% on average, and outperform the conventional methods.

Next, onceK = 3 was known, we investigated the categorization performance for the proposed method and the
conventional method. IRig. 5, for both methods, we plot the micro-averaged preciSlGTTo(X; 1) of the estimated
division A to the true divisiorh with respect to the final time-stefy of training time-series dat#&ig 5 shows that
the proposed method could be more stable and accurate than the conventional method. Moreover, since the proposet
method selected = 3, it is seen fronFig. 5that the proposed method could perfectly identify the competition
structure of the true model.



66 M. Kimura et al. / Physica D 198 (2004) 51-73

—ry
o
o

100 ¢ A |

Number of visitors

5 10 15 20 25 30 35 40 45 50
Time-step

Fig. 3. Fluctuations in the numbers of visitors to the siteS fufr synthetic data.
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Fig. 4. Fluctuations in the total number of visitors to the siteSfufr synthetic data.

Table 1
Prediction performance for synthetic data

Prediction error

K=1 0.049
K=2 0.046
K=3 0.044
K=4 0.050
K=5 0.051
NMM 0.117

PDM 0.048
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Fig. 5. Categorization performance for synthetic data.

Hence, we observed that the proposed method can successfully identify the true competition str&tumd of
fairly predict the one-step future shares of the sites. In particular, we observed that it can outperform the conventional
methods for both the prediction task and the categorization task.

6.2. Evaluation for real Web data
We evaluate the performance of the proposed method using real Web data.

6.2.1. Real web data

Fig. 6 displays the time-series datey(?), ..., moo(f) (t = 1, ..., 51), obtained from the usage logs for 20
Japanese Web sites that offer streaming video contetse, one time-step equals 2 days. Note tNat 20
andT = 50.Fig. 7displays the time-serie®(¢) (t = 1, ..., 51). FromFig. 7, we observe that the number of total
visitors to this market fluctuate heavily.

6.2.2. Performance evaluation

First, we investigated the prediction performance for the proposed method and the conventional Meftheds.
displays average prediction ertéffor the proposed method, the NMM and the PDM, wharE = 10 was used.

We applied the proposed method to modelsKoe 1, 2, 3, 4 and 5. We observe frofable 2that the proposed
method selected the model with = 3; that is, it concluded that the number of competitive groupS imthree.

This result andrable 2show that the proposed method could predict the one-step future shares of the sites with an
accuracy of about 80% on average, and outperform the conventional methods.

Next, whenK = 3 was specified, we investigated the categorization performance for the proposed method and
the conventional method. In the case of real Web data, we cannot know the true competition structure. Thus, for each
method, we used as its true division, the divisloastimated from the whole time-series daig(1), ..., m(51)}.

We compared the proposed method and the conventional method for the stability of division. When we extract the
competition structure o8 from time-series data, we consider that the extracted structure should be stable for the

1 This data was obtained from the public trial service of “Broadband Contents Guide” that Nippon Telegraph and Telephone Corporation
(NTT) performed in 2002 in cooperation with Tokyo News Service, [1{l.
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Fig. 6. Fluctuations in the numbers of visitors to the siteSfufr real data.
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Fig. 7. Fluctuations in the total number of visitors to the siteS fur real data.

Table 2
Prediction performance for real data

Prediction error

K=1 0.217
K=2 0.223
K=3 0.206
K=4 0.208
K=5 0.208
NMM 0.299
PDM 0.217
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Fig. 8. Categorization performance for real data.
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time-axis. InFig. 8 for each method, the micro-averaged precisMﬁTo(i; 1) of the estimated divisioa to its
true divisioni is plotted with respect to the final time-stép of training time-series datéig. 8 shows that the
proposed method could be more stable than the conventional method.
Hence, we observed that the proposed method works reasonably well and can also outperform the conventional
methods for both the prediction task and the categorization task.

Table 3

The categorization result by the proposed method

ID Web site description
Group 1
1 A site for popular music-videos
2 An Internet-TV-broadcasting site managed by a satellite TV-broadcasting company
3 An information site for lifestyle and shopping in Shibuya, Tokyo
4 A site for event information
5 A site for sports entertainments
6 An information site for table tennis
7 A site for interactive dramas
Group 2
8 An information site for next-generation sports and classical culture, managed by a video-production company
9 An information site for ecological goods
10 An information site for music
11 An internet-broadcasting site managed by a radio-broadcasting company
12 An internet-broadcasting site for a local community
13 A site for artistic dramas, managed by an old movie company
14 A site for mystery dramas
Group 3
15 A general information site managed by a newspaper publishing company
16 A general information site managed by an IT-news company
17 A general information site managed by a communication-service company
18 A general information site managed by a local IT company
19 An education site for children
20 An information site for hair restoration
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Table 4
The categorization result by the conventional method
ID Web site description
Group 1
1 A site for popular music-videos
2 An Internet-TV-broadcasting site managed by a satellite TV-broadcasting company
3 An information site for lifestyle and shopping in Shibuya, Tokyo
4 A site for event information
5 A site for sports entertainments
14 An internet-broadcasting site for a local community
16 A general information site managed by an IT-news company
17 A general information site managed by a communication-service company
18 A general information site managed by a local IT company
19 An education site for children
20 An information site for hair restoration
Group 2
6 An information site for table tennis
8 An information site for next-generation sports and classical culture, managed by a video-production company
9 An information site for ecological goods
10 An information site for music
11 An internet-broadcasting site managed by a radio-broadcasting company
Group 3
7 A site for interactive dramas
13 A site for artistic dramas, managed by an old movie company
14 A site for mystery dramas
15 A general information site managed by a newspaper publishing company

6.2.3. Qualitative evaluation

Now, we qualitatively compared the proposed method and conventional method for the categorization task when
K = 3 was specifiedTables 3 and 4respectively, indicate the categorization results by the proposed method and
conventional method from all the observed time-series data. For the categorization result of the proposed method
we can observe froriable 3that Group 1 is a group of popular entertainment sites, Group 2 is a group of artistic
hobby sites, and Group 3 is a group of knowledge-providing sites. Since these groups can be considered to have
distinct user classes, we observe that the proposed method suggested a reasonable competition structure. On t
other handTable 4shows that the conventional method mixed together the group of popular entertainment sites
and the group of knowledge-providing sites in Group 1.

7. Concluding remarks

The Web is a complex system that changes over time, and highly expected to understand its inherent structures
In this paper, we explored the problem of modeling fluctuations in the number of visitors to Web sites that form a
market in terms of competitive dynamics. We proposed a probabilistic mixture model of multinomial distributions,
each of whose parameter values are estimated using a replicator equation. We constructed an effective algorithr
for both identifying groups of competitive sites and estimating the underlying replicator equation for each group
from observed fluctuations of user populations for the sites. We implemented this method to both categorize the
sites into groups of competitors and to predict the one-step future population shares of the sites based on thes
observations. We experimentally showed that the proposed method can outperform the conventional methods fol
both the prediction task and the categorization task. Using synthetic data, we experimentally confirmed that the
proposed method successfully identifies the true model structure, and fairly predicts the one-step future shares of th
sites. Furthermore, using real data from the usage logs of 20 Japanese Web sites that offer streaming video content
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we experimentally demonstrated that the proposed method could suggest a reasonable competition structure anc
predict the one-step future shares of the sites with an accuracy of about 80% on average. Namely, we showed that
the proposed method can construct an effective predictive model of short-term fluctuations in the number of visitors
to the sites based on observations.

Our research aims to model the usage dynamics of Web sites from game-theoretic points of view. Applying
the framework of dynamical systems gafBgto this problem will be one promising direction for future research.
Furthermore, extensive verification of the proposed method with various real Web data remains an important task.
However, we have already made substantial progress, and we are encouraged by the initial results of our efforts to
model the Web dynamics.
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Appendix A. Proof of Proposition 2

LetZ = {z;; j € J} be afinite set. We fix a positive integérWe consider sampling elements from sef with
replacement according to the multinomial distribution with parameigrg € J}, where 0< ¢; < 1(j € J). Then,
the probabllltyP((v]) ;) that each ; is sampled; times wherV elements are sampled frafwith replacement
is obtained by

P((vj)jej) 1_[61/

/EJ ] jej

Let (X)y denote the expectation ¥fwhen trials are rui¥v times under this multinomial distribution. Then, we have
the next lemma.

LemmaA.1. Suppose thatV elements are sampled from set Z according to the multinomial distrigytipe J}.
For eachj € J, letv; denote the number that is sampled. Then the following equations hold:

(-], - 25592 en

Proof. First, let us proveeg. (A.1). We have

v 1 |4 1 v ;
<VJ>VZV;JZP(UJZZ):VZZ 2 K'Hz#v, 0Ty ot ™ "

=1 v;>0, (i#)); i#]
Z+Zi#jv,'=v
V-1
1 V(V — 1)
=y 2 T allet=alXa) =0
w,-zooﬁ); ’ jed
>iwi=vV-1

HenceEqg. (A.]) holds.
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Next, we proveEq. (A.2). If V = 1, itis trivial. Let us suppose that > 1. Then, we have

2 1 v 1 (w—|—1)V(V_1)| w;
(%) >V=W§)ZZ”W:“=W 2 qer e

w; >0 (Vi);
diwi=vV-1
2
q; Z (V-1)(v-2) l—[ T (V—1)! ”
= rer Lty 2 S e
Voo [T; wi! l_ Vo St Tiwit %
> wi=V=2 > wi=V-1
2 V-2 V-1 )
(V—1); ) q; (V—-1)q;"+q;
= qj + = Zq/' =
v jedJ jeJ 4

Hence, we can easily obtalfy. (A.2) from ((v;/V — (v;/V),),)? = ((v;/ V)?),, — (v;/V),? andEq. (A.1).
We have completed the proof bémma A.1 O

Proposition Zollows immediately fronLemma A.1
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