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Second-order learning algorithms based on quasi-Newton methods have
two problems. First, standard quasi-Newton methods are impractical for
large-scale problems because they require N2 storage space to maintain an
approximation to an inverse Hessian matrix (N is the number of weights).
Second, aline searchto calculate areasonably accurate step length is indis-
pensable for these algorithms. In order to provide desirable performance,
an efficient and reasonably accurate line search is needed.

To overcome these problems, we propose a new second-order learn-
ing algorithm. Descent direction is calculated on the basis of a partial
Broydon-Fletcher-Goldfarb-Shanno (BFGS) update with 2Ns memory
space (s < N), and a reasonably accurate step length is efficiently cal-
culated as the minimal point of a second-order approximation to the ob-
jective function with respect to the step length. Our experiments, which
use a parity problem and a speech synthesis problem, have shown that
the proposed algorithm outperformed major learning algorithms. More-
over, it turned out that an efficient and accurate step-length calculation
plays an important role for the convergence of quasi-Newton algorithms,
and a partial BFGS update greatly saves storage space without losing the
convergence performance.

1 Introduction

The backpropagation (BP) algorithm (Rumelhart et al. 1986) has been ap-
plied to various classes of problems, and its usefulness has been proved.
However, even with a momentum term, this algorithm often requires a
large number of iterations for convergence. Moreover, the user is required
to determine appropriate parameters by trial and error. To overcome these
drawbacks, a learning rate maximization method (LeCun et al. 1993), learn-
ing rate adaptation rules (Jacobs 1988; Silva and Almeida 1990), smart al-
gorithms such as QuickProp (Fahlman 1988) and RPROP (Riedmiller and
Braun 1993), and second-order learning algorithms (Watrous 1987; Barnard
1992; Battiti 1992; Mgller 1993b) based on nonlinear optimization techniques
(Gill et al. 1981) have been proposed. Each has achieved a certain degree of
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success. Among these approaches, we believe that second-order learning
algorithms should be investigated more because they theoretically have ex-
cellent convergence properties (Gill et al. 1981). At present, however, they
have two problems.

One is scalability. Second-order algorithms based on Levenberg-
Marquardt or quasi-Newton methods cannot suitably increase in scale for
large problems. Levenberg-Marquardt algorithms generally require a large
amount of computation until convergence, even for midscale problems that
involve many hundreds of weights. They require O(N?m) operations to cal-
culate the descent direction during any one iteration; N denotes the number
of weights and m the number of examples. Standard quasi-Newton algo-
rithms (Watrous 1987; Barnard 1992) are rarely applied to large-scale prob-
lems that involve more than many thousands of weights because they re-
quire N2 storage space to maintain an approximation to an inverse Hessian
matrix. In order to cope with this problem, the OSS algorithm (Battiti 1989)
adopted the memoryless update (Gill et al. 1981); however, OSS may not
provide desirable performance because the descent direction is calculated
on the basis of a fast but rough approximation.

The other problem is the burden of step-length computation. A line search
to calculate an adequate step length is indispensable for second-order al-
gorithms that are based on quasi-Newton or conjugate gradient methods.
Since an inaccurate line search may provide undesirable performance, a rea-
sonably accurate line search is needed. However, an exact line search based
on existing methods generally requires a nonnegligible computational load,
at least a few number of function and/or gradient evaluations. Since it is
widely recognized that successful convergence of conjugate gradient meth-
ods relies heavily on the accuracy of a line search, it seems rather difficult
to increase the speed of conjugate gradient algorithms. In the SCG algo-
rithm (Mgller 1993b), although the step length is estimated by using the
model trust region approach (Gill et al. 1981), this method can be regarded
as an efficient one-step line search method based on a one-sided difference
equation. Fortunately, successful convergence of quasi-Newton algorithms
istheoretically guaranteed even with an inaccurate line search if certain con-
ditions are satisfied (Powell 1976), but efficient convergence cannot always
be expected. Thus, we believe that if the step length can be calculated with
greater efficiency and reasonable accuracy, the quasi-Newton algorithms
will work better from two aspects: processing efficiency and convergence.

For large-scale problems that include a large number of redundant train-
ing examples, on-line algorithms (LeCunetal. 1993), which perform aweight
update for each single example, will work with greater efficiency than an off-
line counterpart. Although second-order algorithms are basically not suited
to perform on-line updating, waiting for a sweep of many examples before
updating is not reasonable. Toward the improvement, several attempts have
been made to introduce “pseudo-on-line” updating into second-order algo-
rithms, where updates are performed on smaller subsets of data (Mgller
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1993c; Kuhn and Herzberg 1990). Thus, if a better second-order algorithm
is developed, its pseudo-on-line version will work more efficiently.

This paper is organized as follows. Section 2 describes a new second-
order learning algorithm based on a quasi-Newton method, called BPQ,
where the descent direction is calculated on the basis of a partial BFGS
update and a reasonably accurate step length is efficiently calculated as the
minimal point of a second-order approximation. Section 3 evaluates BPQ’s
performance in comparison with other major learning algorithms.

2 BPQ Algorithm

2.1 TheProblem. Let{(x1, Y1), ..., Xm, Ym)} be aset of examples, where
Xt denotes an N-dimensional input vector and y; a target value correspond-
ing to x;. In a three-layer neural network, let h be the number of hidden
units, w; (i = 1,...,h) the weight vector between all the input units and
the hidden unit i, and wy = (Wqo, ..., Wgn)" the weight vector between all
the hidden units and the output unit; wijp means a bias term and Xy is set
to 1. Note that a” denotes the transposed vector of a. Hereafter, a vector
consisting of all parameters, (W], ..., w;)T, is simply expressed as ®; let
N(= nh + 2h + 1) be the dimension of ®. Then, learning in the three-layer
neural network can be defined as the problem of minimizing the following
objective function:

1 m
f@) =35> -z (2.2)
t=1

where z; = z(X¢; P) = Wy + ZLl woia(wiTxt). o (U) represents a sigmoidal
function, o (u) = 1/(1 + e~ ). Note that we do not employ nonlinear trans-
formation at the output unit because it is not essential from the viewpoint
of function approximation.

2.2 Quasi-Newton Method. A second-order Taylor expansion of f(® +
A®) about AP is given as f(®) + (VI(®)TAD + F(AR)TVZH(D)AD. If
V2 £(®) is positive definite, the minimal point of this expansion is given
by A® = —(V2f(®))~1V f(®). Newton techniques minimize the objective
function f(®) by iteratively calculating the descent direction, A® (Gill etal.
1981). However, since O(N?) operations are required to calculate (V2 f (®)) !
directly, we cannot expect these techniques to increase suitably in scale for
large problems. Quasi-Newton techniques, on the other hand, calculate a
matrix H through iterations in order to approximate (V2 f(®))~1. The basic
algorithm is described as follows (Gill et al. 1981):

Step 1: Initialize €4, set Hy = | (I: identity matrix), and setk = 1.
Step 2: Calculate the current descent direction: A®, = —Hygy, where
gk = VI(Py).
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Step 3: Terminate the iteration if a stopping criterion is satisfied.
Step 4: Calculate the step length Ay that minimizes f(®y + LA Py).
Step 5: Update the weights: &y, 1 = ®y + A(ADy.

Step 6: Ifk=0 (mod N), set Hy 1 = I; otherwise, update Hy, ;.
Step 7: Setk =k + 1, return to Step 2.

2.3 Existing Methods for Calculating Descent Directions. Several
methods for updating Hy_. ; have been proposed. Among them, the Broydon-
Fletcher-Goldfarb-Shanno (BFGS) update (Fletcher 1980) was the most suc-
cessful update in a number of studies. By putting px = AcA®y and qx =
Ok+1 — Ok, the BFGS formula is given as

Hir = Hy —

TH H T TH T
px9, Ak + FkdkP, + <1+ dy ka) PkPy 2.2)

Py Ak Piak /) pPlak

In large-scale problems that involve more than many thousands of
weights, maintaining the approximation matrix H becomes impractical be-
cause it requires N? storage space. In order to cope with this problem,
the OSS (one-step secant) algorithm (Battiti 1989) adopted the memory-
less BFGS update (Gill et al. 1981). By always taking the previous matrix Hy
as the identity matrix (Hyx = 1), the descent direction of Step 2 is calculated
as

APy 1 = —Oky1+ (2.3)

Pl Gicrs + PGt (1 GClic) PP

Py Ok Prdk/  Ppdk
Clearly equation 2.3 can be calculated with O(N) multiplications and storage
space. However, OSS may not provide desirable performance because the
descent direction is calculated on the basis of the above substitution. In our
early experiments, this method worked rather poorly in comparison with
the partial BFGS update proposed in the next section.

2.4 New Method for Calculating Descent Directions. In this section,
we propose a partial BFGS update with 2Ns memory (s < N), where the
search directions are exactly equivalent to those of the original BFGS update
during the first s 4 1 iterations. The partiality parameter s means the length
of the history described below. By putting rx = Hyqy, we have

H _ _ Pk
k9k+1 = HiQk + HkQk = 1 — ol

Then, the descent direction based on equation 2.2 can be calculated as

APy = —Hip10k41



BFGS Update and Step-Length Calculation 127

Px " pkr;(rngrl + kalgkﬂ

= —Ix+ —
A Py Ok
Tr T
1+ qu k pkp$gk+1 . 2.4)
Py Ak Py Ak

After calculating ry, equation 2.4 can be calculated using O(N) multiplica-
tions and storage space, just like the memoryless BFGS update. Now, we
show that it is possible to calculate ry within O(Ns) multiplications and 2Ns
storage space by using the partial BFGS update.

Here, we assume k <s. Whenk =1, r; (= H1g1 = g2 — g1) can be calcu-
lated only by subtractions. When k > 1, we assume that each of ry, ..., 1
has been calculated and stored. Note that for i < Kk,

o = and Bi = ei(1 + ;g 1i)

pfai
have already been calculated during the iterations. Thus, by recursively
applying equation 2.2, ry can be calculated with O(Nk) multiplications and

2Nk storage space, as follows:
e = Hidk

= Hi 10k — ok—1Pk—1ry_1 0k — -1Tk-1Pg_1Gk + Bx—1Pk—1Pp_1 0k

k=1
=+ Y (—eipif] dk — aifip{ Ak + BiPiP;] dk) - (2.5)
i=1
Next, when the number of iterations exceeds s+ 1, we have two alternatives:
restarting the update by discarding the accumulated vectors or continuing
the update by using the latest vectors. In both cases, equation 2.5 can be
calculated within O(Ns) multiplications and 2Ns storage space. Therefore,
it has been shown that equation 2.4 can be calculated within O(Ns) mul-
tiplications and 2Ns storage space. In our experiments, the former update
was employed because the latter worked poorly when s was small.
Although the idea of partial quasi-Newton methods has been briefly
described (Luenberger 1984), strictly speaking, our update is different. The
earlier proposal intended to store the vectors p; and q;, but our update
stores the vectors pj and r;. The immediate advantage of this partial update
over the original BFGS update is the applicability to large-scale problems.
Even if N is very large, by setting s to an adequate small value with respect
to the amount of available storage space, our update will work. On the
other hand, the probable advantage over the memoryless BFGS update is
the superiority of the convergence property. However, this claim should be
examined through a wide range of experiments. Note that when s = 0, the
partial BFGS update always gives the gradient direction; when s = 1, it
corresponds to the memoryless BFGS update.
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2.5 Existing Methods for Calculating Step Lengths. In Step 4, since A is
theonly variablein f, wecanexpress f(®+AAP) simplyas ¢ (A). Calculating
A, which minimizes ¢ (), is called a line search. Among a number of possible
line search methods, we considered the following typical three methods: a
fast but inaccurate one, a moderately accurate one, and an exact but slow
one.

The first method is explained below. By using quadratic interpolation
(Gill et al. 1981; Battiti 1989), we can derive a fast line search method that
only guarantees ¢(1) < ¢(0). Let A1 be an initial value for a step length. If
(M) < ¢(0), 11 becomes the resultant step length; otherwise, by considering
a quadratic function h(1) that satisfies the conditions h(0) = ¢(0), h(r1) =
Z(r1), and h’(0) = ¢’(0), we get the following approximation of ¢ (A):

¢(k1) —£(0) — Z/(O)Mkz

M) ~hG) = ¢0)+¢"0)r+ 2
1

Since ¢ (A1) > ¢(0) and ¢’(0) < 0, the minimal point of h(}) is given by

¢'(0)A2

— . 2.6
2(¢(x1) = ¢(0) = ¢’ (A1) 26)

Ay =

Note that 0 < A < Aj is guaranteed by equation 2.6. Thus, by iterating this
process until ¢(A,) < ¢(0), we canalways find a 1, that satisfies¢(1,) < ¢(0),
where v denotes the number of iterations. Here, the initial value of 1; is set
to 1 because the optimal step length is near 1 when H closely approximates
(V21 (®))~L. Hereafter, a quasi-Newton algorithm based on the original or
partial BFGS update in combination with this fast but inaccurate line search
is called BFGSL1.

By using quadratic extrapolation (Fletcher 1980), we can derive a mod-
erately accurate line-search method that guarantees ¢’(A,) > y1¢'(Ay—1) as
well as ¢(A,) < ¢(ry—1), Where y, is a small constant (e.g., 0.1). Namely,
when 1, does not satisfy the stopping criterion, if £(A,) > ¢(A,_1), Ayy1 iS
calculated using equation 2.6; otherwise, by considering an extrapolation to
theslopes¢’(1,—_1) and ¢’(A,), the appropriate expression for the minimizing
value A1 IS

/ }Lv - )\v—l
)‘-erl )"v { ()‘-v);/()w) — C/()\vfl) . (27)
However, if ¢'(1,) < ¢’(A,—1), then A, 1 does not exist; thus, A, is set to
Av—1+y2(Ay, —Ay—1), Where y, isan adequate value (e.g., 9). In this method, Ao
issetto 0, and A1 is estimated as min(1, —2¢"(0) "1 (f (®current) — f(Pprevious)))-
Note that to use this estimate of 1, for the first method is not good strategy
because it does not have an extrapolation process, but 1, can be a very small
value. Hereafter, a quasi-Newton algorithm based on the original or partial
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BFGS update in combination with this moderately accurate line search is
called BFGS2.

An exact but slow line search method can be constructed by iteratively
using the BFGS2 line search method until a stopping criterion is met, for
example, [|/(L,)]| < 1078, The difference from the BFGS2 method is that
equation 2.7 is used for interpolation as well as extrapolation. Hereafter, a
guasi-Newton algorithm based on the original or partial BFGS update in
combination with this exact but slow line search is called BFGS3.

2.6 New Method for Calculating Step Lengths. Here we propose a new
method for calculating a reasonably accurate step-length A in Step 4.

2.6.1 Basic Procedure. A second-order Taylor approximation of ¢(1) is
given as

1
¢~ ¢(0) + ¢/ (0 + 5:”(O>AZ.

When ¢’(0) < 0and ¢”(0) > 0, the minimal point of this approximation is
given by

) ( (VH@)TA® )

= 2.8
{//(0) ( )

T (AD)TV2I(®)AD

Other cases will be considered in the next section.

For the three-layer neural networks defined by equation 2.1, we can ef-
ficiently calculate ¢’(0) and ¢”(0) as follows. By differentiating ¢(1) and
substituting 0 for A, we obtain

m m
£'0)=-Y (yt—z)z;and ¢"(0) = Y ((z)* — (Yt — 207)).
t=1 t=1

Now that the derivative of z; = z(X¢; ®) is defined as %z(xt; P+ AAP))—0,
we obtain

h h
Z, = AWoo + ) _ (AWoioit + Woioyy) and 2 = ) " (2AWoio}; + Woioiy),
i=1 i=1

where oit = 0 (W Xp), of; = 0it(1 — 0i) (AW) X, off = 07 (1 — 20i) (AW)) T,
and Awj; denotes the change of wj;, calculated in Step 2.

Now we consider the computational complexity of calculating the step
length using equation 2.8. Clearly, (Aw;)Tx; must be calculated for each pair
of hidden uniti and input x¢; thus, since the number of hidden units is h and
the number of inputs is m, at least nhm multiplications are required. Since
the order of multiplications required to calculate the remainder is O(hm),
and N = nh + 2h + 1, the total complexity of the calculation is Nm + O(hm).
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This algorithm can be generalized to multilayered networks with other
differentiable activation functions; thus, it is applicable to recurrent net-
works (Rumelhart et al. 1986). Consider a hidden unit r connected to the
output layer. We assume that its output value is defined by v = a(wTu),
where u is the output values of the units connected to the unit ¢, w equals
the weights attached to these connections, and a(-) is an activation func-
tion. Then the first- and second-order derivatives of v with respect to A are
calculated as

vV =aw'uy(aw'u+w'u),
V =2’ wuy(Aaw u+w'u)? + @ w'uwyaw'u’ +w'u”).
Thus, by successively applying these formulas in reverse, we can calculate

the step length for multilayered networks. Note that if u;j is an output value
of an input unit, then uj = uj’ = 0.

2.6.2 Coping with Undesirable Cases. Inthe above, we assumed ¢’(0) < 0.
When ¢’(0) > 0, the value of the objective function cannot be reduced along
the search direction; thus, we set A®, to —V f(Py) and restart the update by
discarding the accumulated vectors (p, r). Note that ¢’(0) < 0 is guaranteed
by such a setting unless |V f(®,)|| = 0 because ¢’(0) = (VI(®)) AP, =
—[IVF(@? <O.

When ¢’(0) < 0 and ¢”(0) < 0, equation 2.8 gives a negative value or
infinity. To avoid this situation, we employ the Gauss-Newton technique.
The first-order approximation of zy = z(xy; ® + AA®) is z; + z;A. Then, £ (A)
of the next iteration can be approximated by

1 m 1 m
(0N~ 5 Y = @z = L)+ 0+ 5 ) (@)%
t=1 t=1

The minimal point of this approximation is given by

)
pRRTcALE

Clearly, equation 2.9 always gives a positive value when ¢’(0) < 0.

In many cases, it is useful from a practical sense to limit the maximum
change in ®, which should be done during any one iteration (Gill et al. 1981).
Here, if [AA®| > 1.0, 1 issetto |AP| L.

Since A is calculated on the basis of the approximation, we cannot always
reduce the value of the objective function, ¢(1). When ¢(A) > ¢(0), we
employ the fast line search given by equation 2.6.

A= (2.9

2.6.3 Summary of Step-Length Calculation. By integrating the above pro-
cedures, we can specify Step 4 as follows.
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Step4.1: If/(0) > 0,set APy = —V (D) and k = 1.
Step 4.2; If ¢”(0) > 0, calculate X using equation 2.8;
otherwise, calculate A using equation 2.9.
Step 4.3 If [AA®y|| > 1.0, set A = |Ad| L.
Step 4.4: If ¢(1) > ¢(0), calculate A using equation 2.6 until ¢(1) < ¢(0).

Hereafter, the quasi-Newton algorithm based on our partial BFGS update
in combination with our step-length calculation is called BPQ (Bp based
on partial Quasi-Newton). Incidentally, a modified OSS algorithm, OSS2 (a
combination of the memoryless BFGS update and our step-length calcula-
tion), may be another good algorithm and will be evaluated in the experi-
ments.

2.7 Computational Complexity. We consider the computational com-
plexity of BPQ and other algorithms with respect to one-iteration in which
every training example is presented once. In off-line BP, the complexity
(number of multiplications) to calculate the objective function is nhm +
O(hm) and the complexity for the gradient vector is nhm + O(hm). Thus,
since N = nh+ 2h + 1, the complexity for off-line BP is 2Nm + O(hm). Here,
the complexity for a weight update is just N (or 2N if momentum term is
used), and is safely negligible.

In this article, we define one-iteration of on-line BP as m updates sweep-
ing all examples once. In addition to the above complexity, since on-line BP
performs a weight update for each single example, the learning rate is mul-
tiplied to each element of the gradient vectors Nm times in one-iteration;
thus, the complexity for on-line BP is SNm+ O(hm). In the case of on-line BP
with momentum term, the momentum factor is also multiplied to each ele-
ment of the previous modification vectors Nm times in one-iteration; thus,
the complexity for on-line momentum BP is 4ANm + O(hm).

In addition to the complexity for off-line BP, BPQ calculates the descent
direction based on the partial BFGS update with a history of at most s
iterations and also calculates the step length. The complexity of the former
calculation is O(Ns) (see Section 2.4) and that of the latter is Nm + O(hm)
(see Section 2.6.1). Here, note that the computational complexity to calculate
the objective function can be reduced from Nm + O(hm) to O(hm) for three-
layer networks. This is because in the next iteration, the output value of
each hidden unit is given by o (W x¢ + A(Awj) Txy), but (Aw;)Tx; is already
calculated when the step length is calculated. Thus, the total complexity for
BPQ is 2Nm + O(Ns) + O(hm). To reduce the generalization error for an
unseen example, m should be larger than N. Since s is smaller than N, the
complexity of O(Ns) usually becomes much smaller than that of 2Nm, and
the complexity for BPQ remains almost equivalent to that of off-line BP.

A general method for calculating the denominator of equation 2.8 has
been proposed (Pearlmutter 1994; Mgller 1993a); after calculating V2 f (2)A P,
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the denominator is calculated by using an inner product. The result is math-
ematically the same as our step-length calculation, but the computational
complexity of this method is much larger than that of our method, at least
in the case of three-layer networks as shown below. By using PearImutter’s
operator, which is defined by % , g {f(®)} = % f(P+AA®P));— (Pearlmutter
1994), we can see that ﬂtA(I,{aiWu f(®)} is an element of V2f(P)A®P because
RN, @lVI(P)} = V2 {(®)A®. Now, considering the case of aweight between
the output unit and the hidden unit i, which is expressed as wp;, we obtain

, 0 Z’“
9{Aq> {mf(@)} = ﬂ]"Aq) [_ (YI - Zt)o-it}
t=1

m
= > (O, plzdoit — (Yr — 20N aw{oit),
t=1

where R, {ze) = Awgo + YL (AWgioie + Woik g {oie)) and R, g loie) =
oit(1 — oit) (Aw;i) Tx¢. Clearly, just like our method, (Aw;)Tx; must be calcu-
lated for each pair of hidden unit i and input x;; thus, a minimum of nhm
multiplications is required. Additionally, a complexity of at least O(m) is
required for calculating SRM,{%M f(®)}. Therefore, since a similar argument
can be applied to other weights and the total number of the weights is N,
the complexity of the existing method becomes nhm + O(Nm). On the other
hand, the complexity of our method is nhm + O(hm), which is more efficient
because N = nh + 2h + 1.

Although the SCG (scaled conjugate gradient) algorithm (Mgaller 1993b)
estimates the step length by using the model trust region approach, this
method can be regarded as an efficient one-step line search method based
on a one-sided difference equation. The step length calculated from equa-
tion 2.8 is approximated by

Vi(®+5AP) — VI(P)
6 b

where § is defined as § = 8[| A®| ! and &g is a small constant. Clearly, the
complexity of SCG is approximately double that of BP because the gradient
vector V f(® + § A®) must be calculated during one-iteration. If the differ-
ence parameter § is approximately equal to the optimal step-length 1, SCG
will provide a more faithful picture of the error surface than our method;
however, since our purpose is to estimate the optimal step-length A, we
generally do not know such §.

V2 (®)AP ~

3 Experiments

This section evaluates BPQ’s performance in comparison with many other
learning algorithms through experiments that use three types of problems.



BFGS Update and Step-Length Calculation 133

Output unit (yy) weight 2 Input value (x) Target value (yy)
(w2) xq=1 y1=0.73
} A Xp=2 yp=0.88
Hidden unit @ Bias x3=3 y3=0.95
weight 1 X =4 ¥4 =098

w1 =5 =0.99
Input unit (x) W) s ¥s

Figure 1: Two-weight problem.

3.1 Two-WeightProblem. Inordertoevaluate learningefficiency graph-
ically, we designed a simple learning problem where only two weights were
adjustable. Figure 1 describes the problem. In a three-layer network, each
layer consists of only one unit, and the weight between the hidden unit and
the output unit is fixed at 1. In this problem, the weight between the input
and hidden units is expressed as ws, the weight corresponding to the bias
term at the output unit is expressed as w», and an activation function of a
hidden unit is assumed to be o (x) = 1/(1 + exp(—x)). Each target value y;
shown in Figure 1 was calculated from the corresponding input value x;
by setting (w1, wp) = (1, 0). Thus, the global minimum point was given by
these weight values.

In this experiment, BPQ was compared with eight other learning algo-
rithms: on-line BP with momentum term, off-line BP, off-line BP with mo-
mentum term, BP with learning rate adaptation (Silva and Almeida 1990),
SCG (Mgller 1993b), BFGS1, BFGS2, and BFGS3. Note that the memoryless
BFGS update is equivalent to the original BFGS update when N = 2. The
parameters of each algorithm were determined by trial and error or set to
the values recommended by the inventors (Silva and Almeida 1990; Mgller
1993b). For on-line momentum BP, the learning rate and the momentum fac-
tor were set to n = 0.05 and « = 0.9. For off-line BP, the learning rate n was
set to 0.1. For off-line momentum BP, the learning rate and the momentum
factor were set to n = 0.025 and @ = 0.9. For adaptive BP, the increase and
the decrease factors were set to u = 1.1 and d = u™!, and the initial update
value no was set to 0.01. For SCG, the constant §p was set to 10~4, and the
initial scaling parameter A, was set to 1075,

Figures 2 and 3 show the learning trajectories on the error surface with
respect to wi and w, during 100 iterations starting at (w1, wp) = (—0.5, 0),
where MSE stands for mean squared error:

1 5
MSE = = > (vt = (0 (Waxy) +wp))?.
t=1

(These experiments were done on a Power Macintosh 8100/100 computer.)
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Figure 2: Learning trajectories of first-order algorithms.

Figure 2 shows that the search of these first-order algorithms went very
slowly along the curved valley floor. Up to 100 iterations, any first-order
algorithm was unable to reach the minimum point. This may be due to
the inherent difficulty of first-order methods; since the directions of the
successive gradient vectors are almost opposite near the valley floor, even
learning rate adaptation by sign changes of the last two gradients cannot
improve the learning efficiency. Note that the trajectories of BPs oscillate
widely when a larger n is used.

On the other hand, Figure 3 shows that SCG, BFGS1, BFGS2, BFGS3,
and BPQ found the minimum point within 100 iterations. In comparison
with BPQ, SCG required a larger number of iterations before reaching the
minimum point. BFGS1 required the largest number of iterations, showing
that the accuracy of the step-length calculation is important for solving this
problem. BFGS2 worked very well, almost identical to BPQ. The number
of iterations for BFGS3 was slightly smaller than that for BPQ, but BFGS3
required much more computation time due to an exact line search. These
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Figure 3: Learning trajectories of second-order algorithms.

experimental results indicate that second-order methods will work well
even if an error surface forms a curved valley floor.

3.2 Parity Problem. Since parity problems have been widely used as
benchmarks, the eight-bit parity problem was used to compare BPQ with
seven other algorithms: on-line momentum BP, adaptive BP, SCG, OSS2,
BFGS1, BFGS2, and BFGS3. Since the scale of the problem was quite small,
BPQ employed the original BFGS update; thus s = N. In the experiments,
we used a three-layer network with eight hidden units (h = 8, N = 82).
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Figure 4: Convergence for the 8-bit parity problem.

All possible input patterns were used as training examples (m = 256), and
the target values were set to 1 or 0. The parameters of each algorithm were
exactly the same as in the previous experiment, except that the learning rate
n was set to 0.1 for on-line momentum BP. In all the algorithms, the initial
values for the weights were randomly generated in the range of [-1, 1]. In
the experiments, the maximum CPU processing time was set to 100 seconds.
The iteration was terminated when ||V f(w)|| < 1078, (These experiments
were done on an HP9000/735 computer.)

Figure 4a shows convergence property of BPQ and first-order algorithms
with respect to the average RMSE (root mean squared error): /2 f(w)/m)
and the standard deviation over 100 trials for each algorithm. Among these
algorithms, BPQ converged the quickest, allowing us to stop the iteration
at an early stage. Figure 4b compares convergence property of BPQ with
second-order algorithms. In comparison with BPQ, the convergence of the
other second-order algorithms was slow. This shows that the step-length
calculation plays an important role for quasi-Newton methods.
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3.3 Practical Problem. In order to evaluate how BPQ works on large-
scale problems, we performed experiments on a speech synthesis problem
by using a data set used for parrot-like speaking (Nakano et al. 1995). This
learning problem is a sort of nonlinear autoregression; the input vector
consists of a feature vector (10 values) and an acoustic wave (8 values),
and the target output value is the next value of the acoustic wave; the total
number of input units is 18 (n = 18). In these experiments, the number
of hidden units was set to 36 (h = 36); thus, the number of weights was
721 (N = 721). By using 12,800 training examples (m = 12, 800), BPQ was
compared with eight other algorithms: on-line BP, on-line momentum BP,
adaptive BP, SCG, OSS2, BFGS1, BFGS2, and BFGS3. In the algorithms, the
initial values for the weights between the input and hidden units were
randomly generated in the range of [—1, 1]. The values for the weights
between the hidden and output units were set to 0, but the bias value at the
output unit was set to the average output value of all training examples.
In the experiments, the maximum number of iterations was set to 100, and
the average RMSE was used to evaluate the convergence property. (These
experiments were also done on an HP9000/735 computer.)

Figure 5a compares BPQ with the first-order algorithms using the conver-
gence property with respect to the average RMSE and standard deviation
over 10 trials for each algorithm. Note that standard deviation for adaptive
BP is not shown because it was always 0. For on-line BP, the learning rate
n was set to 1.0, the best value in our experiments; however, the learning
curve oscillated widely. For on-line momentum BP whose momentum fac-
tor o was fixed at 0.9, the learning rate n was set to 0.1, the best value in
our experiments; although the learning curve did not oscillate widely, the
convergence property was very similar to that of on-line BP. For adaptive
BP, the learning rate n was set to 0.1 or 1.0; both values gave similar and
rather poor results. For BPQ, the parameter s was set to 50; convergence was
the quickest, allowing us to stop the iteration at an early stage. Figure 5b
compares BPQ with other second-order algorithms using the average val-
ues over 10 trials for each algorithm. In comparison to BPQ, BFGS1 worked
rather poorly; BFGS3 required more processing time to achieve the level
equal to the best RMSE of BPQ, while BFGS2 worked better than BFGS3,
rather close to BPQ.

Figure 5¢c compares the average one-iteration processing time of all algo-
rithms. One-iteration time of OSS2 or BPQ was almost equivalent to that of
adaptive BP. On-line BP was about 1.3 times slower due to weight updates
for each single example; on-line momentum BP was almost twice as slow
due to additional multiplication of the momentum factor. BFGS1 required a
half more processing since it sometimes required a few function evaluations
in order to shorten the step lengths; BFGS2 was almost four times slower due
to an additional line search calculation to meet its stopping criterion; BFGS3
was almost seven times slower due to an exact line search calculation. SCG
was almost twice as slow due to an additional gradient calculation.
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Figure 5: Convergence for a practical problem.

Figure 6 shows the influence of the partiality parameter s on the con-
vergence property for each of the four line search algorithms. Each curve
is drawn using the average RMSE over 10 trials. In general, the inference
was small compared with the difference of line search methods. BPQ with
s = 5 worked as nicely as with s = 50, while BPQ with s = 2 worked poorly
compared with BPQ with s > 5. Consequently, it was shown that an effi-
cient and accurate step-length calculation plays an important role for the
convergence of quasi-Newton algorithms, while the partial BFGS update
with a proper s greatly saves storage space without losing the convergence
performance.
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Figure 6: Effect of partiality parameter s.

4 Conclusion

We have proposed a small-memory efficient second-order learning algo-
rithm called BPQ for three-layer neural networks. In BPQ, the search di-
rection is calculated on the basis of a partial BFGS update, and a reason-
ably accurate step length is efficiently calculated as the minimal point of
a second-order approximation. In our experiments that used a two-weight
problem, a parity problem, and a speech synthesis problem, BPQ worked
better than major learning algorithms. Moreover, it turned out that an ef-
ficient and accurate step-length calculation plays an important role for the
convergence of quasi-Newton algorithms, while the partial BFGS update
greatly saves storage space without losing the convergence performance.
In the future, we plan to do further comparisons using a wider variety of
problems, including large-scale classification problems.
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